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1 Introduction 

1.1 VMware View 
 

VMware View is an enterprise-class virtual desktop manager that securely connects authorized users 
to centralized virtual desktops. It provides a complete end-to-end solution with improved 
manageability and control, while delivering a familiar desktop experience to end users. 
 
For more information about VMware View, visit: 
http://www.vmware.com/products/horizon-view/ 

 

1.2 Benefits of the Array Networks APV Series Application Delivery 
Controller 

 
The Array Networks APV Series application delivery controller (referred to as the “Array Networks 
APV” or “APV” hereafter) provides a strategic point of control to optimize the performance, security, 
availability and scalability of enterprise applications, IP data services and data center equipment. 
Leveraging robust and powerful distribution algorithms, health check mechanisms and failover 
capabilities, the Array Networks APV maintains persistent connections and intelligently distributes 
application services among nodes and locations for optimized performance and availability, while 
directing traffic away from failed data centers. 
 
The Array Networks solution makes certain both end users and administrators obtain the optimal 
user experience by creating a highly available and scalable platform that achieves the highest levels 
of reliability through network optimization. 
 
Scalability  
Enterprises can provide VMware View services to a large number of employees, load balancing each 
client to the most optimal View server at any given point of time. 
 
High Availability 
Through intelligent local and global traffic management with support for health checking, the Array 
Networks APV improves the reliability of VMware View and provides greater scalability than ever 
before. 
 
High Performance   
End users are able to access their virtual desktop faster due to multiple View Connection Servers 
with load balancing via the Array Networks APV. 

 
  

http://www.vmware.com/products/horizon-view/
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2 Prerequisites and Assumptions 

It is assumed that the reader of this deployment guide is a network administrator or a person 
otherwise familiar with networking and general computer terminology. 

This deployment guide is based on the following conditions: 

 

¶ The APV is running ArrayOS TM 8.4.0.19. 

¶ Access to the APV is established. 

¶ The APV is already installed on the network with management IP, interface IP, VLANs and 
default gateway configured. 

¶ The test is performed based on VMware View 5.2. 

¶ View Client is running the Windows 7 Operating System. 

¶ All configuration procedures in this document are performed on the APV. For information 
about how to deploy and configure VMware View server, refer to VMware View 
documents.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



DG-VMware View 5.2   Page 5 
 

3 Scenario 1 - Two Arm Architecture 
 

3.1 Deployment Diagram 
 

The following diagram shows a typical packet flow in an APV Series deployment for a two 
arm architecture.    

 
 
 

 

Port 2 : 
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3.2 Connection Process 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

A. The following steps are required for user login and authentication in VMware View. 
 

1. View Client sends a packet to APV’s HTTPS VIP without the JSESSIONID cookie.  
2. The APV completes the SSL connection and certificate check with View Client. 
3. The APV sends the HTTP request to View Connection Server. 
4. View Connection Server returns the JSESSIONID cookie to the APV. 
5. The APV records the JSESSIONID cookie of the View Connection Server. 
6. The View Client can then perform its own authentication process with the 

JSESSIONID cookie. At this point, the APV records the JSESSIONID cookie of the 
View Client.  

7. User chooses an IP from the desktop pool as the guest machine’s real IP. 
 
B. The View Client can then connect to the guest machine directly. The following ports 

need to be translated by the APV. 
  

PCoIP : 4172/tcp 
RDP : 3389/tcp 
USB : 32111/tcp.    
 
 
 
 
 

View Client 
APV 

Virtual IP 

View  
Connection Server 

ESXi 
Guest Machine 

b. 

a. 
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3.3 Configuration Checklist 
 

 

SLB Configuration List 
Virtual 
Service 

Protocol Port 
Group 

Method 
Real Service Protocol Port 

Health 
Check 

Description 

10.1.1.189 https 443 Persistence 
CS1:10.1.1.105 http 80 HTTP Connection Server 1 

CS2:10.1.1.106 http 80 HTTP Connection Server 2 

 
 

Individual Session Persistence Configuration List 
Group 

Method 
Session 

Type 
First 

Choice 
Mode Type Field Name Description 

Persistence String RR 
Request Cookie JSESSION To catch request packet 

Response Cookie JSESSION To catch request packet 

 
 

NAT Configuration List 
IP Pool IP Range Source IP Description 

Pool-VM 192.168.1.50-80 10.1.1.0/24 For RDP/PCoIP/USB SNAT 

 
 

3.4 Configuration Steps 
 

A. Create an HTTP real service and change the HTTP based health check method. 
B. Create a group of virtual services with the “Persistence” algorithm and associate the 

group with the real service. 
C. Create the APV’s HTTPS VIP and import an SSL certificate for the View Connection 

Server. 
D. Create a SNAT rule for PCoIP/RDP/USB connections. 
E. Configure the View Connection Server to use HTTP protocol. 
F. View the Connection Status.  
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Step A: Create an HTTP real service and change the HTTP based health check settings. 
 
In the APV WebUI, click Server Load Balance > Real Services. Click on the "[Health Check 
Setting]" tab. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

AN(config)# health on 
AN(config)# health interval 4 3 
AN(config)# health failover disable 
AN(config)# health failover retries 2 
AN(config)# health request 0 “GET / HTTP 1.1\r\n\r\n”  
AN(config)# health response 1 “VMware”. 
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In the APV WebUI, click Server Load Balance > Real Services. In the Real Services panel, 
click Add to "[SLB REAL SERVICES CONFIGURATION]" in the toolbar. In the same panel, click 
Save to "[ADD REAL SERVICE ENTRY]" in the toolbar. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

AN(config)# health server “cs1” 0 1 
AN(config)# slb real http “cs1” 192.168.1.105 80 1000 http 3 3  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



DG-VMware View 5.2   Page 10 
 

Step B: Create a group of virtual services with the “Persistence” algorithm and associate the 
group with the real service. 
 
In the APV WebUI, click Server Load Balance > Groups. Click Add to "[ADD GROUP]" in the 
toolbar. 
 
 
 
 
 
 
 
 
 
 
 
AN(config)# slb group method g_persistence persistence string rr 
 
 
 
In the APV WebUI, click Server Load Balance > Groups. Select the group which you just 
added and click Edit to "[GROUPS LIST]" in the toolbar. Click Add to "[GROUP MEMBERS]" 
in the toolbar just above the list of existing group members. Enter Group Name, Eligible 
Reals, Weight and Priority in "[ADD GROUP MEMBER]". Click Add to "[GROUP MEMBERS]" 
in the toolbar. 
 
 
 
 
 
 
 

AN(config)# slb group member “g_persistence” “cs1” 1 0 
AN(config)# slb group member “g_persistence” “cs2” 1 0 
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In the APV WebUI, click Server Load Balance > Groups. Select the group which you just 
added and click Edit to "[GROUPS LIST]" in the toolbar just above the list of existing group 
names. Click Add to "[PERSISTENCE LIST]" in the toolbar. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

AN(config)# slb group persistence request cookie “g_persistence” “JSESSIONID” 
AN(config)# slb group persistence response cookie “g_persistence” “JSESSIONID” 
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Step C: Create the APV’s HTTPS VIP and import an SSL certificate for the View Connection 
Server. 
  
In the APV WebUI, click Server Load Balance > Virtual Services. Enter the Virtual Service 
Name, Virtual Service Type and Virtual Service IP in "[ADD VIRTUAL SERVICE]". Click Add to 
"[ADD VIRTUAL SERVICE]" in the toolbar. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

AN(config)# slb virtual https “v_cs_portal” 10.1.1.189 443 arp 0 
 
In the APV WebUI, click Server Load Balance > Virtual Services. Double-click the virtual 
service which you just added in "[VIRTUAL SERVICE LIST]". Click Add to "[ASSOCIATE 
GROUPS]" in the toolbar. 
 
 
 
 
 
 
 
AN(config)# slb policy default “v_cs_portal” “g_persistence” 
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In the APV WebUI, click Proxy > SSL. In the Virtual Hosts panel, click Add to "[SSL VIRTUAL 
HOSTS]" in the toolbar. Enter the Virtual Host Name and SLB Virtual Service in "[SSL 
VIRTUAL HOSTS]". Click Save to "[SSL VIRTUAL HOSTS]" in the toolbar. 
 
 
 
 
 
 
 
 
 
 
 
AN(config)# slb host virtual “cs.abc.com” “v_cs_portal” 
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In the APV WebUI, click Proxy > SSL. In the Virtual Hosts panel, click the virtual host which 
you just added and click Edit to "[SSL VIRTUAL HOSTS]" in the toolbar. Click on the "[Virtual 
Host CSR/Cert/Key]" tab and the "[Import Cert/Key]" tab. Import the key file in Local File 
Path in "[SSL KEY]". Import the certificate file in Local File Path in "[SSL CERTIFICATE]". 
Import the trusted CA certificate file in Local File Path in "[TRUSTED CA CERTIFICATE]". 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
AN(config)# ssl import key “cs.abc.com” 1 ip “cs.abc.com.key” # ip is your server ip 
AN(config)# ssl import certificate “cs.abc.com” 1 ip “cs.abc.com.crt” # ip is your server ip 
AN(config)# ssl import rootca “cs.abc.com” ip “cs.abc.com.crt” # ip is your server ip 
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In the APV WebUI, click Proxy > SSL. In the Virtual Hosts panel, click the virtual host which 
you just added and click Edit to "[SSL VIRTUAL HOSTS]" in the toolbar. Click on the "[Virtual 
Host Settings]" tab and the "[Basic Settings]" tab. 
 
 
 
 
 
 
 
 
 
 
 
AN(config)# ssl import rootca “cs.abc.com 
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Step D: Create a SNAT rule for PCoIP/RDP/USB connection 
  
In the APV WebUI, click System Configuration > Advanced Networking. In the IP Pool panel, 
enter Pool Name, Start IP and End IP in "[ADD IP POOL]" and click Add to "[ADD IP POOL]" 
in the toolbar. 
 
 
 
 
 
 
 
 
 
 
 
AN(config)# ip pool “pool-vm” 192.168.1.50 192.168.1.80 
 
In the APV WebUI, click System Configuration > NAT. In the NAT panel, click Add NAT Port 
to "[NAT PORT CONFIGURATION]". Enter Mode, Network IP and Netmask/PrefixLength and 
click Save to "[ADD NAT PORT]" in the toolbar. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
AN(config)# nat port “pool-vm” 10.1.1.0 255.255.255.0 
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Step E: Configure the View Connection Server to use HTTP protocol. 
  
In the View Administrator, click View Configuration > Servers. In the View Connection 
Servers panel, select a View Connection Server instance and click Edit. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Disable the secure tunnel and PCoIP Secure Gateway by editing that View Connection 
Server instance in View Administrator. 
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Create or edit the locked.properties file in the SSL gateway configuration directory on the 
View Connection Server. For example, “ C:\Program Files\VMware\VMware 
View\Server\sslgateway\conf\locked.properties”. To use the serverProtocol=http property 
to offload SSL for client connections, restart the View Connection Server for the changes 
take effect. Note: If the locked.properties file does not exist, you must create it. 
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Step F: View the Connection Status. 
  
In the APV WebUI, click Server Load Balance > Groups. Select a group whose group method 
is persistence and click Edit to "[GROUPS LIST]" in the toolbar just above the list of existing 
group names. View the group statistics. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In the APV WebUI, click System Configuration > Monitoring. Click on the "[NAT Translation 
Tables]" tab. 
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4 Scenario 2 - One Arm Architecture 
 

4.1 Deployment Diagram 
 

The following diagram shows a typical packet flow in an APV Series deployment for a one 
arm architecture.    
 
 
 

Port 1 : 
192.168.1.1/24

SNAT Pool: 
192.168.1.200~21

0

View Connection 
Server01 

192.168.1.105

View Connection 
Server02 

192.168.1.106

Vcenter Server

Https: 443/tcp
PCoIP:4172/tcp
RDP: 3389/tcp
USB:32111/tpc

 
 
 
One arm should have the same configuration as two arm except for the NAT setting. 
Therefore, you can configure one arm by following the instruction of two arm above and by 
skipping the NAT instruction. 
 
 
 
 
 
 
 
 
 
 
 

0 
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4.2 Connection Process 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

A. The following steps are required for user login and authentication in VMware View. 
 

1. The View Client sends a packet to the APV HTTPS VIP without the JSESSIONID cookie. 
2. The APV completes the SSL connection and certificate check with View Client. 
3. The APV sends the HTTP request to the View Connection Server. 
4. The View Connection Server returns the JSESSIONID cookie to the APV. 
5. The APV records the JSESSIONID cookie of the View Connection Server. 
6. The View Client can then perform its own authentication process with the 

JSESSIONID cookie. At this point, the APV records the JSESSIONID cookie of the View 
Client. 

7. The user chooses an IP from the desktop pool as the guest machine’s real IP. 
 

B. The View Client can then connect to the guest machine directly. The APV will not setup 
SNAT. 

  
PCoIP : 4172/tcp 
RDP : 3389/tcp 
USB : 32111/tcp.    
 
 
 
 
 

View Client 
APV 

Virtual IP 

View  
Connection Server 

ESXi 
Guest Machine 

b. 

a. 
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4.3 Configuration Checklist 
 

 

SLB Configuration List 
Virtual 
Service 

Protocol Port 
Group 

Method 
Real Service Protocol Port 

Health 
Check 

Description 

10.1.1.189 https 443 Persistence 
CS1:10.1.1.105 http 80 HTTP Connection Server 1 

CS2:10.1.1.106 http 80 HTTP Connection Server 2 

 
 

Individual Session Persistence Configuration List 
Group 

Method 
Session 

Type 
First 

Choice 
Mode Type Field Name Description 

Persistence String RR 
Request Cookie JSESSION To catch request packet 

Response Cookie JSESSION To catch request packet 

 
 
 

4.4 Configuration Steps 
 

One arm should have the same configuration as two arm except for the NAT setting. 
 

A. Create an HTTP real service and change HTTP based health check method. 
B. Create a group of virtual services with the “Persistence” algorithm and associate the 

group with the real service. 
C. Create the APV’s HTTPS VIP and import an SSL certificate for the View Connection 

Server. 
D. Configure the View Connection Server to use HTTP protocol. 
E. View the Connection Status. 
F. View the Connection Status. 
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5 Reference Information 
 

VMware Port usage: 
http://kb.vmware.com/selfservice/microsites/search.do?cmd=displayKC&docType=kc&doc
TypeID=DT_KB_1_1&externalId=1027217 
  
VMware Configuration Guide:  
http://pubs.vmware.com/view-52/index.jsp?lang=en configuration 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

http://kb.vmware.com/selfservice/microsites/search.do?cmd=displayKC&docType=kc&docTypeID=DT_KB_1_1&externalId=1027217
http://kb.vmware.com/selfservice/microsites/search.do?cmd=displayKC&docType=kc&docTypeID=DT_KB_1_1&externalId=1027217
http://pubs.vmware.com/view-52/index.jsp?lang=en%20configuration
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6 Appendix 
 

6.1 Configuration Information 
 
 

6.1.1 Scenario 1 - Two Arm Architecture 
 

ip pool "pool-vm" 192.168.1.50 192.168.1.80 
slb real http "cs1" 192.168.1.105 80 1000 http 3 3 
slb real http "cs2" 192.168.1.106 80 1000 http 3 3 
slb group method "g_persistence" persistence string rr 
slb group member "g_persistence" "cs1" 1 0 
slb group member "g_persistence" "cs2" 1 0 
slb group persistence request cookie "g_persistence" "JSESSIONID" 
slb group persistence response cookie "g_persistence" "JSESSIONID" 
slb virtual https "v_cs_portal" 10.1.1.189 443 arp 0 
slb policy default "v_cs_portal" "g_persistence" 
nat port "pool-vm" 10.1.1.0 255.255.255.0 60 0.0.0.0 
health interval 4 3 
ƘŜŀƭǘƘ ǊŜǉǳŜǎǘ л άD9¢ κ I¢¢t мΦм\ r\n\ r\ƴέ 
ƘŜŀƭǘƘ ǊŜǎǇƻƴǎŜ м ά±aǿŀǊŜέ 
health server "cs1" 0 1 
health server "cs2" 0 1 
ssl host virtual "cs.abc.com" "v_cs_portal" 
 
 

6.1.2 Scenario 2 - One Arm Architecture 
 

slb real http "cs1" 192.168.1.105 80 1000 http 3 3 
slb real http "cs2" 192.168.1.106 80 1000 http 3 3 
slb group method "g_persistence" persistence string rr 
slb group member "g_persistence" "cs1" 1 0 
slb group member "g_persistence" "cs2" 1 0 
slb group persistence request cookie "g_persistence" "JSESSIONID" 
slb group persistence response cookie "g_persistence" "JSESSIONID" 
slb virtual https "v_cs_portal" 10.1.1.189 443 arp 0 
slb policy default "v_cs_portal" "g_persistence" 
health interval 4 3 
ƘŜŀƭǘƘ ǊŜǉǳŜǎǘ л άD9¢ κ I¢¢t мΦм\ r\n\ r\ƴέ 
ƘŜŀƭǘƘ ǊŜǎǇƻƴǎŜ м ά±aǿŀǊŜέ 
health server "cs1" 0 1 
health server "cs2" 0 1 
ssl host virtual "cs.abc.com" "v_cs_portal" 


